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ABSTRACT

In this paper an H∞-control technique is presented and applied to the design of optimal multirate-output controllers. The technique is based on multirate-output controllers (MROCs) having a multirate sampling mechanism with different sampling period in each measured output of the system. It relies mainly on the reduction, under appropriate conditions, of the original H∞-disturbance attenuation problem to an associated discrete H∞-control problem for which a fictitious static state feedback controller is to be designed, even though some state variables are not available (measurable) for feedback purposes. The proposed H∞-control technique is applied to the discrete linear open-loop system model which represents a 117 MVA synchronous generator with conventional exciter supplying power to an infinite grid showing the effectiveness of the proposed method which has a quite satisfactory performance.
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INTRODUCTION

The H∞-optimization control problem has drawn great attention [1-6]. In particular, the H∞-control problem for discrete-time and sampled-data single-rate and multirate systems has been treated successfully [7-9, 11-15]. Generally speaking, when the state vector is not available for feedback, the H∞-control problem is usually solved in both the continuous and discrete-time cases using dynamic measurement feedback approach.

Recently, a new technique [9, 10] is presented for the solution of the H∞-disturbance attenuation problem. This technique is based on multirate-output controllers (MROCs) and in order to solve the sampled-data H∞-disturbance attenuation problem relies mainly on the reduction, under appropriate conditions, of the original H∞-disturbance attenuation problem, to an associated discrete H∞-control problem for which a fictitious static state feedback controller is to be designed, even though some state variables are not available for feedback.

In the present work, the design of the governor for the disturbance attenuation of an hydrogenerator power unit is developed, by using the same methodology as in the case of [6], but improved in the aspect of using much less state feedback measurements, for the same case study power unit. Feedback measurements consist of (a) the torque angle, (b) the machine speed and (c) the exciter output voltage. The linearized, continuous, 6th-order SIMO open-loop model representing a practical power system with impulse disturbances (composed of a 117 MVA hydrogenerator supplying power to an infinite grid through a proper connection network [16-19]) is used. The digital controller, which leads to the associated designed discrete closed-loop power system model, achieved enhanced dynamic stability characteristics. This is accomplished by applying the presented multirate-output controller technique, based on H∞ optimization control.

OVERVIEW OF RELEVANT MATHEMATICAL CONSIDERATIONS

The general description of the controllable and observable continuous, linear, time-invariant, multivariable MIMO dynamical open-loop system expressed in state-space form is
\[
\begin{align*}
    x(t) &= Ax(t) + Bu(t) \\
    y(t) &= Cx(t)
\end{align*}
\]  
(1)

where: \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), \( y(t) \in \mathbb{R}^p \) are state, input and output vectors respectively; and \( A, B \) and \( C \) are real constant system matrices with proper dimensions.

The associated general discrete description of the system (1) is as follows

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) \\
    y(k) &= Cx(k)
\end{align*}
\]  
(2)

where: \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \), \( y(k) \in \mathbb{R}^p \) are state, input and output vectors respectively; and \( A, B \) and \( C \) are real constant system matrices with proper dimensions.

OVERVIEW OF H∞-CONTROL TECHNIQUE USING MULTIRATE-OUTPUT CONTROLLERS (MORCS)

Consider the controllable and observable continuous linear state-space system model of the general form

\[
\begin{align*}
    \dot{x}(t) &= Ax(t) + Bu(t) + Dq(t), \quad x(0) = 0 \\
    y_m(t) &= Cx(t) + Ju(t) \\
    y_c(t) &= Bx(t) + Ju(t)
\end{align*}
\]  
(3)

where: \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), \( q(t) \in \mathbb{L}_2^d \), \( y_m(t) \in \mathbb{R}^{p_m} \), \( y_c(t) \in \mathbb{R}^{p_c} \) are the state, input, external disturbance, measured output and controlled output vectors, respectively. In (3), all matrices have real elements and appropriate dimensions. Now follows a useful definition.

Definition. For an observable matrix pair \((A, C)\), with \( c^T = [c_1^T \ c_2^T \ \cdots \ c_n^T] \) and \( c_i \) with \( i=1, \ldots, p_1 \), the \( i \)th row of the matrix \( C \), a collection of \( p_1 \) integers \( \{n_1, n_2, \ldots, n_{p_1}\} \) is called an observability index vector of the pair \((A, C)\), if the following relationships simultaneously hold

\[
\sum_{i=1}^{p_1} n_i = n \quad \text{rank} \left[ c_1^T \ \cdots \ \left(A^T\right)^{n_i-1}c_i^T \ \cdots \ c_{p_1}^T \ \cdots \ \left(A^T\right)^{n_{p_1}-1}c_{p_1}^T \right] = n
\]

Next, the multirate sampling mechanism [14] is applied to system (3).

Assuming that all samplers start simultaneously at \( t = 0 \), a sampler and a zero-order hold with period \( T_o \) is connected to each plant input \( u_i(t) \), \( i=1,2,\ldots,m \), such that
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\[ u(t) = u^{(kT_s)}, \quad t \in [kT_s, (k+1)T_s) \]  \hspace{1cm} (4)

while the \ith disturbance \( q_i(t) \), \( i=1,\ldots,d \), and the \ith controlled output \( y_{i,j}(t) \), \( i=1,\ldots,p_i \), are detected at time \( kT_s \), such that for \( t \in [kT_s, (k+1)T_s) \)

\[ q(t) = q^{(kT_s)}, \quad y_{i,j}(kT_s) = Ex^{(kT_s)} + J^2(kt) \]  \hspace{1cm} (5)

The \ith measured output \( y_{i,j}(t) \), \( i=1,\ldots,p_i \), is detected at every \( T_j \) period, such that for \( \mu = 0,\ldots,N_i-1 \)

\[ y_{i,j}(kT_s + \mu T_j) = e_s(kT_s + \mu T_j) + (J_i)u(kT_s) \]  \hspace{1cm} (6)

where \((J_i)\) is the \ith row of the matrix \( J \). Here \( N_i = Z^+ \) are the output multiplicities of the sampling and \( \tau_i = R^- \) are the output sampling periods having rational ratio, i.e. \( \tau_i = T_i / N_i \) with \( i=1,\ldots,p_i \).

The sampled values of the plant measured outputs obtained over \([kT_s, (k+1)T_s)\) are stored in the \( N^- \)-dimensional column vector given by

\[ \hat{y}(kT_s) = \left[ y_{i,j}(kT_s) \cdots y_{i,j}(kT_s + (N_i - 1)T_j) \right]^T \]  \hspace{1cm} (7)

(\where \( N^- = \sum_{i=1}^{p_i} N_i \)\), that is used in the MOC of the form

\[ u[(k+1)T_s] = L_u(kT_s) - L_s\hat{y}(kT_s) \]  \hspace{1cm} (8)

where \( L_u \in R^{m \times n} \), \( L_s \in R^{m \times N^-} \).

The \( H^\gamma \)-disturbance attenuation problem treated in this paper, is as follows: Find a MROC of the form (4), which when applied to system (3), asymptotically stabilizes the closed-loop system and simultaneously achieves the following design requirement

\[ \|F_{\psi}^e(z)\| \leq \gamma \]  \hspace{1cm} (9)

for a given \( \gamma \in R^+ \), where \( \|F_{\psi}^e(z)\|_\infty \) is the \( H\infty \)-norm of the proper stable discrete transfer function \( \tau_{\psi}^e(z) \), from sampled-data external disturbances \( q(kT_s) \in \ell^\infty \) to sampled-data controlled outputs \( \tau_{\psi}^e(z) \), defined by

\[ \|F_{\psi}^e(z)\|_\infty = \sup_{q(kT_s) \in \ell^\infty} \frac{\|y_e(kT_s)\|_\infty}{\|q(kT_s)\|_\infty} = \sup_{\theta \in [0,2\pi]} \sigma_{\text{max}}[T_{\psi}^e(e^{j\theta})] = \sup_{|\theta|} \sigma_{\text{max}}[T_{\psi}^e(z)] \]  \hspace{1cm} (10)

where, \( \sigma_{\text{max}}[\tau_{\psi}^e(z)] \) is the maximum singular value of \( \tau_{\psi}^e(z) \), and where was used the standard definition of the \( \ell_2 \)-norm of a discrete signal \( s(kT_s) \)

\[ \|s(kT_s)\|_2^2 = \sum_{k=0}^{\infty} s(kT_s)s(kT_s) \]  \hspace{1cm} (11)

Our attention will now be focused on the solution of the above \( H^\gamma \)-control problem. To this end, the following assumptions on system (3) are made:

**Assumptions**

a) The matrix triplets \((A, B, C)\) and \((A, D, E)\) are stabilizable and detectable.
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b) \[
\text{rank} \begin{bmatrix} A & D \\ C & 0 \end{bmatrix} = n + d, \quad \text{rank} \begin{bmatrix} A & B & D \\ C & 0_{p,d} & 0 \end{bmatrix} = n + m + d
\]

c) \[
J_1^2 \begin{bmatrix} E & J_2 \end{bmatrix} = \begin{bmatrix} 0_{m \times n} & I_{m \times m} \end{bmatrix}
\]
d) There is a sampling period \( T_o \), such that the open-loop discrete-time system model in general form becomes

\[
x(k + 1)T_o = \Phi x(kT_o) + \hat{B} u(kT_o) + \hat{D} q(kT_o)
\]

\[
y(kT_o) = E x(kT_o) + J_o u(kT_o)
\]

where \( \Phi = \exp(A T_0) \), \( \hat{B} \in \mathbb{R}^{d \times p} \) and \( \hat{D} \in \mathbb{R}^{d \times n} \) is stabilizable and observable and does not have invariant zeros on the unit circle.

From the above it follows that the procedure for \( H^{-} \)-disturbance attenuation using MROC essentially consists in finding for the control law a fictitious state matrix \( F \) which equivalently solves the problem and then, either determining the MROC pair \( (L_{-1}, L_{-1}) \) or choosing a desired \( L_{-1} \) and determining the \( L_{-1} \). As it has been shown in [2], matrix \( F \) takes the form

\[
F = (I + \hat{B}^T \hat{P} \hat{B})^{-1} \hat{B}^T \hat{P} \Phi
\]

where \( \hat{P} \) is an appropriate solution of the following Riccati equation

\[
\hat{P} = E^T E + \Phi^T \hat{P} \Phi - \Phi^T \hat{P} \hat{B} (I + \hat{B}^T \hat{P} \hat{B})^{-1} \hat{B} \Phi + \hat{D} \gamma (I + \hat{D}^T \hat{P} \hat{D}) \hat{D}^T \hat{P},
\]

\[
\hat{D} \gamma = \gamma^{-1} \hat{D}
\]

Once matrix \( F \) is obtained the MROC matrices \( L_{-1} \) and \( L_{-1} \) (in the case where \( L_{-1} \) is free), can be computed according to the following mathematical expressions

\[
L_{-1} = \begin{bmatrix} F & 0_{m \times d} \end{bmatrix} \tilde{H} + \Lambda \left( I_{N \times N} - \begin{bmatrix} H & \Theta_u \end{bmatrix} \tilde{H} \right)
\]

\[
L_{-1} = \begin{bmatrix} F & 0_{m \times d} \end{bmatrix} \tilde{H} + \Lambda \left( I_{N \times N} - \begin{bmatrix} H & \Theta_u \end{bmatrix} \tilde{H} \right) \Theta_u
\]

where \( \tilde{H} = \begin{bmatrix} H & \Theta_u \end{bmatrix} = I \) and \( \Lambda \in \mathbb{R}^{m \times m} \) is an arbitrary specified matrix. In the case where \( L_{-1} = L_{-1,\text{sp}} \), we have

\[
L_{-1} = \begin{bmatrix} F & L_{u,\text{sp}} \end{bmatrix} \tilde{H} + \Sigma \left( I_{N \times N} - \begin{bmatrix} H & \Theta_u \end{bmatrix} \tilde{H} \right)
\]

where \( \tilde{H} = \begin{bmatrix} H & \Theta_u \end{bmatrix} = I \) and \( \Sigma \in \mathbb{R}^{m \times m} \) is arbitrary.

The resulting closed-loop system matrix \( (A_{\text{cl/d}}) \) takes the following general form

\[
A_{\text{cl/d}} = A_{\text{cl/d}} - B_{\text{cl/d}} F
\]

where \( \text{cl} = \text{closed-loop}, \text{ol} = \text{open-loop} \) and \( d = \text{discrete} \).

**MODELING AND SIMULATIONS OF HYDROGENERATOR**

The system under study, Figure 2, is composed of a 117 MVA hydrogenator connected to an infinite grid through a step-up transformer and a double-circuit transmission line. The data of the system of Figure 2 [16, 17] are given in Appendix B.
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In such power system it is customary to start from the standard Park’s non-linear equations [18] and after a process of linearization with respect to a nominal operating point (Appendix A, Table 3) in this case [16-17] to represent the system in state space form as in (1):

\[
\begin{align*}
\mathbf{x} &= \begin{bmatrix} \Delta \delta & \Delta \omega & \Delta \Psi_f & \Delta \Psi_p & \Delta \Psi_q & \Delta E_{fd} \end{bmatrix}^T \\
\mathbf{u} &= \Delta V_{ref}, \\
\mathbf{q} &= \mathbf{u}, \\
\mathbf{y} &= \begin{bmatrix} \Delta \delta & \Delta \omega & \Delta E_{fd} \end{bmatrix}^T, \\
\mathbf{y}_c &= \mathbf{x}.
\end{align*}
\]

The matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) and \( \mathbf{D} \) are given in Appendix B. Note also that, the states \( \psi_f, \psi_D \) and \( \psi_Q \) are not measurable quantities.

The eigenvalues of the original continuous open-loop power system models and the simulated responses of the output variables (\( \Delta \delta, \Delta \omega, \Delta E_{fd} \)), are shown in Table I and Figure 3, respectively.

**Table 1.** Eigen values of original open-loop power system models.

<table>
<thead>
<tr>
<th>Original open-loop power system model</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-25.7163</td>
</tr>
<tr>
<td></td>
<td>-1.5760±j9.0773</td>
</tr>
<tr>
<td></td>
<td>-7.7690±j5.9416</td>
</tr>
<tr>
<td></td>
<td>-3.6616</td>
</tr>
</tbody>
</table>

**Figure 3.** Responses of the output variables of the original continuous open-loop power system model to step input change: \( \Delta V_{ref} = 0.05 \) p.u.
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The computed discrete linear open-loop power system model, based on the associated linearized continuous open-loop system model described in Appendix B of [17], is given below in terms of its matrices with sampling period $T_0 = 0.8$ sec.

$$A_{old} = \begin{bmatrix} 0.1883 & 0.0251 & 0.1037 & -0.0540 & 0.0367 & 0.0016 \\ -2.5406 & 0.1883 & -1.3867 & -0.5211 & -2.2187 & 0.0089 \\ 0.0342 & -0.0016 & 0.0252 & 0.0019 & 0.0504 & 0.0003 \\ -0.0217 & -0.0034 & -0.0078 & 0.0052 & 0.0157 & -0.0001 \\ -0.1176 & 0.0010 & -0.0497 & -0.0126 & -0.0412 & -0.0003 \\ -0.0538 & 0.1590 & 0.0333 & -0.3734 & -0.7702 & 0.0041 \end{bmatrix}$$

$$B_{old} = \begin{bmatrix} -1.5541 & 1.6288 & 2.1552 & 1.5042 & 0.8877 & 3.5881 \end{bmatrix}^T$$

$$C_{old} = C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$D_{old} = B_{old}$$

Figure 4. Responses of $\Delta \delta$, $\Delta \omega$, $\Delta E_{fd}$ of the output variables of the discrete open-loop system model subject to step change $\Delta V_{ref} = 0.05$ p.u.

Based on Figure 1, the $H^\infty$-control using MROCs, and the computed discrete linear open-loop model of the power system under study, and the discrete closed-loop power system model were designed considering with $\gamma = 0.6$ the feedback gain computed as:

$$L_u = 9.3132 \times 10^{-1}$$

$$L_r = [0.0756 \ -0.0178 \ 0.0346 \ 0.0450 \ 0.1162 \ -0.0001]$$

The magnitude of the eigenvalues of the discrete original open-loop and designed closed-loop power system models are shown in Table 2. By comparing the eigenvalues of the designed closed-loop power system models to those of the original open-loop power system model the resulting enhancement in dynamic system stability is judged as being remarkable.
Table 2. Magnitude of eigenvalues of discrete original open-loop and designed closed-loop power system models.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda$</th>
<th>$\hat{\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original open-loop</td>
<td>0.2834</td>
<td>0.2834</td>
</tr>
<tr>
<td>power system model</td>
<td>0.0534</td>
<td>0.0020</td>
</tr>
<tr>
<td>Designed closed-loop</td>
<td>0.2777</td>
<td>0.0285</td>
</tr>
<tr>
<td>power system model</td>
<td>0.0285</td>
<td>0.0020</td>
</tr>
</tbody>
</table>

The responses of the output variables ($\Delta \delta$, $\Delta \omega$, $\Delta E_{fd}$) of the open-loop and the designed closed-loop power system models for zero initial conditions and unit step input disturbance are shown in Figure 5, respectively.
Figure 5. (A), (B), (C): Simulation results represent the responses of the discrete control system:
(1), (3) for the open loop to step input power load changes $\Delta V_{ref} = 0.05$ p.u. and 0.10 p.u. respectively.
(2), (4) for the closed loop to step input power load changes $\Delta V_{ref} = 0.05$ p.u. and 0.10 p.u. respectively.

From Figure 5 it is clear that the dynamic stability characteristics of the designed discrete closed-loop system-models are far more superior than the corresponding ones of the original open-loop model, which attests in favour of the proposed $H_\infty$-control technique.

It is to be noted that the solution results of the discrete system models, i.e. eigenvalues, eigenvectors, responses of system variables etc., for zero initial conditions were obtained by special m-files which were build, customized and executed in MATLAB®.
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In Figure 6, the maximum singular value of $T_{qs}(z)$ is depicted, as a function of the frequency $\omega$. Clearly, the design requirement $\left\| \frac{T_{qs}(z)}{1} \right\| \leq 0.6$, is satisfied. Moreover, as it can be easily checked the poles of the closed loop system, lie inside the unit circle. Therefore, the requirement for the stability of the closed-loop system is also satisfied.

Not that, the $H^\infty$-norm of the open-loop system transfer function between disturbances and controlled outputs has the value $\left\| C(\omega I - A)^{-1}B \right\| = 63.19$.

CONCLUSIONS

The method, $H^\infty$-control based on MROCs was applied successfully to a discrete open-loop power system model (which was computed from an original continuous linearized open-loop one) resulting in the design of an associated discrete closed-loop power system model. The results of the simulations performed on the discrete open- and closed-loop power system models demonstrated clearly the significant enhancement of the dynamic stability characteristics achieved by the designed closed-loop model. Thus this $H^\infty$-control technique was proved to be a reliable tool for the design of implementable MROCs.
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APPENDIX A

Notation

- $i$: instantaneous value of the current
- $v$: instantaneous value of the voltage
- $v_o$: infinite bus voltage
- $\psi$: flux-linkage
- $R_s$: stator resistance
- $R$: resistance
- $x$: reactance
- $\delta$: torque angle, in rad.
- $\omega$: generator speed (\(\omega_0\)=synchronous speed) rad/sec.
- $H$: inertia constant in sec.
- $i_t$: generator terminal current
- $v_t$: generator terminal voltage
- $E_{fd}$: exciter output voltage
- $V_{ref}$: Reference voltage
- $P_t$, $Q_t$: active and reactive power delivered at generator terminals
- $K_e$: exciter amplifier gain
- $\tau_e$: exciter amplifier constant, in sec.
- $x_{ad}$, $x_{aq}$: magnetizing reactance in d- and q-axis, respectively
- $x_{ld}$, $x_{lq}$: linkage reactances in d- and q-axis, respectively
- $R_T$, $X_T$: transformer resistance and reactance
- $R_L$, $X_L$: transmission line resistance and reactance
- $R_e$, $X_e$: external system resistance and reactance
- $\Delta$: linearized quantity
- o.p.: operating point
Subscripts

\[ \text{d, q} \quad \text{direct- and quadrature-axis quantities} \]
\[ \text{f} \quad \text{field winding quantities} \]
\[ \text{D, Q} \quad \text{d- and q-axis damper quantities} \]

Numerical Values of the System Parameters (p.u. values on generator ratings, the time constants and the inertia constant of the generator and prime-mover are in sec.).

Principal System Data

- MVA = 117 \( x_f = 0.221 \) \textit{AVR and exciter}
- kV = 15.75 \( x_D = 0.992 \) \( K_e = 50.0 \)
- RPM = 125 \( x_Q = 0.551 \) \( \tau_e = 0.05 \)
- \( x_d = 0.935 \) \( R_f = 0.0006 \) \textit{Transformer and}
- \( x_q = 0.574 \) \( R_D = 0.014 \) \textit{double-circuit}
- \( x_{ad} = 0.827 \) \( R_Q = 0.008 \)
- \( x_{id} = 0.095 \) \( R_a = 0.002 \)
- \( x_{aq} = 0.475 \) \( H = 3.0 \text{ in sec} \)
- \( R_e = 0.015 \)
- \( x_{ad} = 0.827 \) \( R_Q = 0.008 \)

Table 3. The operating points (o.p.) of the hydrogenerator system selected in this study

<table>
<thead>
<tr>
<th>o.p.</th>
<th>( v_i ) (p.u.)</th>
<th>( P_i ) (p.u.)</th>
<th>( Q_i ) (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>1.1</td>
<td>0.4</td>
<td>-0.68</td>
</tr>
</tbody>
</table>

APPENDIX B

Numerical values of matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) and \( \mathbf{D} \) of the original continuous 6th-order system

\[
\mathbf{A} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
-103.7339 & 0 & -15.9242 & -37.0447 & 0 & 0 \\
-0.0524 & 0 & -0.6412 & 0.4926 & -90.2318 & 0.2279 \\
-2.8415 & 0 & 11.4934 & -19.5599 & -0.0024 & 0 \\
-4.3876 & 0 & -0.0319 & -0.0740 & 0.1297 & 0 \\
46.2648 & 0 & -183.6240 & -427.1675 & 209.5864 & -20 \\
\end{bmatrix}
\]

\[
\mathbf{B} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1000 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

\[
\mathbf{C} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

\( \mathbf{D} = \mathbf{B} \).